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Abstract
Coal prices between 2006-2015 trend was fluctuate but tend to decrease every year and affect regional income, especially South Sumatra Province. Coal prices fluctuation are influenced by several factors, the decline of world oil prices, coal production surplus, and China imports restriction. Coal mining industry also give a direct impact to the environment especially effect to work environment for the company workers and the people environment around mining. The coal mining company absorbs local labor so as to increase local revenues from individual income taxes. This research use quantitative approach using Ordinary Least Square (OLS) analytical method with E-views 7 software. Multiple linier regression technique also applied. The Secondary data is time series of 2006 - 2015. The results presented in form of tables, images and narration. From this research can be drawn conclusion that price fluctuations have no effect on regional income, but production sold has an effect on regional income.
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1. Introduction
South Sumatra as one of the largest coal producing provinces in Indonesia. The coal mining industry that benefits individuals and businesses affects the environment around where coal mines are located that is absorbing a lot of local labor. The price of Reference Coal in the period of 2011-2015 fluctuating annually affects Non-Tax Revenue (Natural Resources) such as regional revenue in 2013 amounted to 1.385 Trillion Rupiah and decreased the amount of regional revenue in 2014 amounted to 1.180 Trillion Rupiah. (South Sumatra provincial government, 2014).

Research by Agus Sulaksono (2015) states coal production has a positive effect on the welfare of Indonesian society and positively affect the Gross Regional Income of the mining sector in Indonesia.

2. Method
The research location is conducted in South Sumatera Province which is a coal producer especially in Mining and Energy Offices, Local Revenue Offices and Central Bureau of Statistics of South Sumatera Province. The research stages as follows;
A. Research Variables

Personal income tax article 21 and 25/29 variables
Personal income tax article 21 and 25/29 is one of the financial sources of the Government of South Sumatera Province.
Royalty variable (Revenue Sharing Fund)
The revenue-sharing fund according to Wahyuni and Adi (2009) are funds sourced from State Budget, revenues allocated to the provincial government of south sumatera, based on percentage figures to fund regional needs in the context of decentralization implementation. Revenue Sharing Fund indicators are Revenue Sharing Fund tax and Revenue Sharing Fund non tax (natural resources).
Variable coal price
Price is the most important element in a business entity, with the price of the business entity will benefit. Where in determining the price, there are factors - factors that influence the pricing. Having considered these factors can then be established based on the pricing method (Sunyoto, 2015).
Variable coal sales
From process aspect, production is activity to increase value added (value added) raw material become intermediate goods and finished goods to be sold. And from the aspects of determinants of production which include natural production factors, human resources, capital and technology contribute to the production process (Rasul; Wijiharjono; Setyowati, 2013).

B. Quantitative Analysis

Quantitative analysis is a test of data analysis related to numbers, and statistical tests. The statistical test is adapted to a careful formulation or identification.

This quantitative analysis will be elaborated in the descriptive analysis of the data. Descriptive analysis is a form of analysis of research data to test generalization of research results based on one sample. This descriptive analysis is done by testing the descriptive hypothesis. The results of the analysis whether the research hypothesis can be generalized or not. If the hypothesis (Ha) is accepted then the results of the study can be generalized. This descriptive analysis uses one or more variables, but is independent. Thus, this analysis is not a comparison or a relationship.

This descriptive analysis is used to explain royalty variables, personal income tax article 21 and 25/29. This descriptive analysis can be tested by using descriptive statistics to give descriptive or descriptive data from the mean, maximum, minimum and standard deviation and can also be seen from the classification of each variable.

C. Model Parameter Estimation

In the estimate known term estimator or estimator or decision function. This decision function or estimator is used to obtain estimates for parameters. In this research use Ordinary Least Square (OLS) parameter estimation.

The principle of action is to minimize the number of squares of deviations or errors of observation values against the mean:

$$Y_i = \beta_0 + \beta_1 X_{i1} + \varepsilon_i$$

$$E(\varepsilon_i) = 0$$

Has 5 assumptions that must be filled by the deviation or error:
Normality : $\varepsilon_i \sim N(0,\sigma^2)$
Error follows normal distribution with average = 0 and variance = $\sigma^2$
Linearity : $E(\varepsilon_i) = 0$.
Linearity shows an average equal to 0 or no correlation between independent variables with error.
Homoscedasticity: $Var(\varepsilon_i) = \sigma^2$
Homoscedasticity shows the variant of the error distribution is either constant or near constant.
Non-Multicollinearity
Multicollinearity shows a linear relationship between some or all of the independent variables that make up the regression model.
Non-autocorrelation: $Cov(\varepsilon_i, \varepsilon_j) = 0, i \neq j$
Non autocorrelation shows no relationship or correlation between error one with other error.

D. Regression Analysis
Linear regression according to Gujarati (2007) is as a study of dependence of one variable, that is variable dependent on one or more other variables or called as explanatory variables with aim to make estimation and or predict mean of population or mean value of variable depends in relation to the known values of the explanatory variable (Sarwono, 2016).

The classical assumption in the regression where the variables on the right in the equation (independent variable) should not be correlated with the disturbance term if this happens then the Ordinary Least Square method (OLS) used to estimate the unknown parameter, the regression coefficient will be biased and inconsistent.

1. Regression Model

This method is used to test the hypothesis is multiple linear regression. It is intended to test the price and production content of royalties, Income Tax article 21, Income Tax article 25/29.

The multiple linear regression model is:

\[ Y = a + b_1X_1 + b_2X_2 + e \]  

(1)

Information:

- \( Y \) = Local revenue (royalty, Personal income tax article 21 and 25/29)
- \( a \) = constants
- \( b_1, b_2 \) = regression coefficient
- \( X_1 \) = Price
- \( X_2 \) = Coal sales
- \( e \) = other factors (intruder factor)

The multiple linear regression equation should be BLUE (Best Linier Unbias Estimator), meaning that decision making through "t test" and "F test" should not be biased.

2. Classic Assumption Test

Multiple linear regression testing can be done after testing the classical assumption to determine whether the data will be used free of classical assumptions or not.

2.1 Normality Test

This test is performed to see that a data is normally distributed or not. The residual normality test of the OLS method can be formally detected from the method developed by Jarque-Bera (J-B). Detection by looking at the Jarque-Bera test which is an asymptosis (large sample and based on residual OLS). The statistical test of J-B uses skewness and kurtosis calculations. With the formula as follows:

- Where \( S \) = skewness coefficient and \( K \) = kurtosis coefficient. If the variables are distributed normally the coefficients \( S = 0 \) and \( K = 3 \).
- If the residual is normally distributed then the J-B statistic value will be equal to zero (Gujarati, 2007).

Hypothesis testing

- \( H_0 \): the data is not normal
- \( H_a \): normal data

Etviews 7.0 output is as follows (Sarwono, 2016)

i.) If JBTest probability is greater \( \alpha = 5\% \) = normal distributed data (reject \( H_0 \), accept \( H_a \))

ii.) If the probability of JBTest is smaller \( \alpha = 5\% \) = the data is not normally distributed (accept \( H_0 \), reject \( H_a \))

2.2 Multicollinearity Test

This test is needed to determine whether there are any independent variables that have similarities with other independent variables in a model (Nugroho 2005). In addition, the detection of multicollinearity also aims to avoid bias in the decision-making process regarding the effect on the partial test of each independent variable to the dependent variable. Detection of multicollinearity in a model can be known if the value of variance inflation factor (VIF) is not more than 10 and tolerance value is not less than 0.1, then the model can be said freed from multicollinearity whereas VIF = 1 / tolerance, if VIF = 10 then tolerance = 1/10 = 0.1.

2.3 Autocorrelation Test

The test aims to test whether in the regression model there is a variance inequality, from one observation's residual to another. If the variance of the residual one observation to another observation remains, then it is called Homoscedasticity and if different it is called heteroscedasticity. A good regression model is homoscedasticity or heteroscedasticity.

The basis of decision making with the Glejser Test is to regress the absolute value of the residual to the independent variable with the regression equation \( U_t = \alpha + \beta X_t + v_t \) and if the probability level of significance is above the 5% confidence level (\( \alpha = 0.05 \)), it can be concluded that the regression model does not contain any heteroscedasticity.

2.4 Test Heteroscedasticity

The test is used to determine whether there are any independent variables together influence the dependent variable. This test can be seen if R squared < error rate (alpha 5%), then \( H_a \) rejected means there is no influence between local revenue variables on price and production sold. Conversely if R squared < error rate (alpha 5%), then \( H_a \) is accepted means there is influence between regional income variable on price and production sold.

2.5 Statistical test F

The test is used to determine whether the independent variables together influence the dependent variable. This test can be seen if \( F \) arithmetic > \( F \) table, then \( H_a \) accepted means there is no influence between local revenue variables on price and production sold. Conversely if \( F \) arithmetic < \( F \) table, then \( H_a \) is accepted means there is influence between regional income variable on price and production sold.

2.6 Statistical t Test

Partial test is used to determine the influence of each independent variable to the dependent variable. This test can be seen if \( t \) arithmetic < \( t \) table, then \( H_a \) rejected means there is no influence between regional income variable on price and production sold. Conversely, if \( t \) arithmetic > \( t \) table, then \( H_a \) accepted means there is influence between regional income variable on price and production sold.

2.7 Coefficient Of Determination

The coefficient of determination (R²) is used to determine the extent to which the contribution of independent variables to the dependent variable in the presence of multiple linear regression. If R² obtained
close to 1 then it can be said the stronger the model explains the independent variable to the dependent variable.

3. Results and Discussions

Table below shown the result of data collection from Mining and Energy Offices, Local Revenue Offices and Central Bureau of Statistics of South Sumatera Province, Indonesian bank and Ministry of mining.

Data input in Eviews 7.0 and results as follows:


   a. Normality test

   JB statistical value of 0.841350 with probability 0.656603 > α = 5%, the result of data is normally distributed.

   b. Test Multicollinearity

   The VIF value for the royalty variable (1,2), the price (2,0) and the exchange rate (2,1) of the three variables no greater than 10, the result does not occur Multicollinearity in the three independent variables.

   c. Test autocorrelation

   Probability Value F (2,5) or F arithmetic of 0.1536. Probability Value F arithmetic > alpha 0.05 (5%), based on the hypothesis test, H0 is accepted which means no autocorrelation occurs.

   d. Test heteroscedasticity

   Value Probability F arithmetic of 0.6469 > alpha 0.05 (5%), based on hypothesis test H0 accepted which means no heteroscedasticity occur.


   a. Normality test

   JB statistical value of 0.841350 with probability 0.656603 > α = 5%, the result of data is normally distributed.

   b. Test Multicollinearity

   The VIF value for the royalty variable (1,2), the price (2,0) and the exchange rate (2,1) of the three variables no greater than 10, the result does not occur Multicollinearity in the three independent variables.

   c. Test Autocorrelation

   Probability Value F (2,5) or F arithmetic of 0.1536. Probability Value F arithmetic > alpha 0.05 (5%), based on the hypothesis test, H0 is accepted which means no autocorrelation occurs.

   d. Test Heteroscedasticity

   Value Probability F arithmetic of 0.6469 > alpha 0.05 (5%), based on hypothesis test H0 accepted which means no heteroscedasticity occur.

3. Results and Discussions

Table below shown the result of data collection from Mining and Energy Offices, Local Revenue Offices and Central Bureau of Statistics of South Sumatera Province, Indonesian bank and Ministry of mining.

Data input in Eviews 7.0 and results as follows:


   a. Normality test

   JB statistical value of 0.841350 with probability 0.656603 > α = 5%, the result of data is normally distributed.

   b. Test Multicollinearity

   The VIF value for the price and exchange rate variables equals 1.9. Both VIF values of the two variables do not exist > 10, the result does not occur Multicollinearity in the two independent variables.

   c. Test autocorrelation

   Probability Value F (2,5) or F arithmetic of 0.0870. Probability Value F arithmetic > alpha 0.05 (5%), based on the hypothesis test, H0 is accepted which means no autocorrelation occurs.

   d. Test heteroscedasticity

   Value Probability F arithmetic of 0.0931 > alpha 0.05 (5%), based on hypothesis test H0 accepted which means no heteroscedasticity occur.

   e. F test and t test

   The result of the F test is R squared: 0.1950> α = 0.05 = the model is estimated feasible. Result of t test show free variable that is price with result t arithmetic = -0.474136 while t-table 1.41492.
able that is royalty with result $t$ arithmetic = 3.341156 while t-table 1.94318. Result of $t$ test, $t$ arithmetic > t table which statistically royalty variable influence to sales variable. This can be because if high coal sales will add royalty income.

f. **Coefficient of Determination**

The value of R squared is 0.5804, then 58 percent of independent variables can explain the effect on the dependent variable, the remaining 42 percent is explained by the variable outside the model each year.

3. Tests for dependent variables: coal sales, independent variables: personal income tax article 21, price and exchange rate.

a. **Normality test**

$JB$ statistical value 0.204108 with Probability of 0.902981 > α = 5%, the result of data is normally distributed.

b. **Test Multicollinearity**

The VIF value for the variable of personal income tax article 21 (1,7), the price (2,1) and the exchange rate (2,2) of the three variables are no larger than 10, the result is no Multicollinearity in the three independent variables.

c. **Test Autocorrelation**

Probability Value $F$ (2,4) or $F$ arithmetic of 0.1021. Probability Value $F$ arithmetic > alpha 0.05 (5%), based on the hypothesis test, $H_0$ is accepted which means no autocorrelation occurs.

d. **Test Heteroscedasticity**

Probability Value $F$ arithmetic of 0.1099 > alpha 0.05 (5%), based on hypothesis test $H_0$ accepted which means no heteroscedasticity occur.

e. **F test and t Test**

The result of the $F$ test is $R$ squared: 0.3355 > alpha 0.05 = the model is estimated to be feasible. Result of $t$ test show free variable that is personal income tax article 25/29 with result $t$ arithmetic = 1.126391 while t-table 1.94318, $t$ arithmetic < t table statistically variable personal income tax article 25/29 no effect to sales of coal.

f. **Coefficient of Determination**

The value of R squared is 0.3140, then 31 percent of independent variables can explain the effect on the dependent variable, the remaining 69 percent is explained by the variable outside the model. The graph from Figure 4 shows the coal sales coal (PJL) increased in 2006 to 2015 but did not affect personal income tax article 25/29 (P2529), where the curve experienced significant fluctuations.

**Conclusion**

Coal sales does not affect the fluctuation of coal price indicated from the result of $t$ test where the value of $t$ arithmetic < t table and $R$ 19.5%.

Sales of coal affects royalty income and personal income tax article 21. For royalty to give positive effect to Natural Resources Revenue Sharing Fund in South Sumatera, it is shown from result of $t$ test, where $t$ arithmetic > t table and $R$ 58%.

Personal income tax article 21 with $t$ arithmetic > t table and $R$ 91.9%. This 91.9% figure shows the positive effect of personal income tax article 21 on Tax Revenue Sharing Fund due to the increasing number of workers from the coal mining industry in South Sumatra. But not with personal income tax article 25/29 where the value of $t$ arithmetic < t table and $R$ 31%.
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